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a b s t r a c t

To better understand the reward circuitry in human brain, we conducted activation likelihood estima-
tion (ALE) and parametric voxel-based meta-analyses (PVM) on 142 neuroimaging studies that examined
brain activation in reward-related tasks in healthy adults. We observed several core brain areas that par-
ticipated in reward-related decision making, including the nucleus accumbens (NAcc), caudate, putamen,
thalamus, orbitofrontal cortex (OFC), bilateral anterior insula, anterior cingulate cortex (ACC) and poste-
rior cingulate cortex (PCC), as well as cognitive control regions in the inferior parietal lobule and prefrontal
eward
ucleus accumbens
rbitofrontal cortex
nterior cingulate cortex
nterior insula

cortex (PFC). The NAcc was commonly activated by both positive and negative rewards across various
stages of reward processing (e.g., anticipation, outcome, and evaluation). In addition, the medial OFC and
PCC preferentially responded to positive rewards, whereas the ACC, bilateral anterior insula, and lateral
PFC selectively responded to negative rewards. Reward anticipation activated the ACC, bilateral anterior
insula, and brain stem, whereas reward outcome more significantly activated the NAcc, medial OFC, and

amygdala. Neurobiological theories of reward-related decision making should therefore take distributed
and interrelated representations of reward valuation and valence assessment into account.

© 2010 Elsevier Ltd. All rights reserved.
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. Introduction

People face countless reward-related decision making oppor-
unities everyday. Our physical, mental, and socio-economical
ell-being critically depends on the consequences of the choices
e make. It is thus crucial to understand what underlies normal

unctioning of reward-related decision making. Studying the nor-
al functioning of reward-related decision making also helps us

o better understand the various behavioral and mental disorders
hich arise when such function is disrupted, such as depression

Drevets, 2001), substance abuse (Bechara, 2005; Garavan and
tout, 2005; Volkow et al., 2003), and eating disorders (Kringelbach
t al., 2003; Volkow and Wise, 2005).

Functional neuroimaging research on reward has become a
apidly growing field. We have observed a huge surge of neu-
oimaging research in this domain, with dozens of relevant articles
howing up in the PubMed database every month. On the one hand,
his is exciting because the mounting results are paramount to
ormalizing behavioral and neural mechanisms of reward-related
ecision making (Fellows, 2004; Trepel et al., 2005). On the other
and, the heterogeneity of the results in conjunction with the occa-
ional opposing patterns make it difficult to obtain a clear picture
f the reward circuitry in human brain. The mixture of results is
artly due to diverse experimental paradigms developed by var-

ous research groups that aimed to address different aspects of
eward-related decision making, such as the distinction between
eward anticipation and outcome (Breiter et al., 2001; Knutson
t al., 2001b; McClure et al., 2003; Rogers et al., 2004), valuation of
ositive and negative rewards (Liu et al., 2007; Nieuwenhuis et al.,
005; O’Doherty et al., 2001, 2003a; Ullsperger and von Cramon,
003), and assessment of risk (Bach et al., 2009; d’Acremont and
ossaerts, 2008; Hsu et al., 2009; Huettel, 2006).

Therefore, it is crucial to pool existing studies together and
xamine the core reward networks in human brain, from both data-
riven and theory-driven approaches to test the commonality and
istinction of different aspects of reward-related decision making.
o achieve this goal, we employed and compared two coordinate-
ased meta-analysis (CBMA) methods (Salimi-Khorshidi et al.,
009), activation likelihood estimation (ALE) (Laird et al., 2005;
urkeltaub et al., 2002) and parametric voxel-based meta-analysis
PVM) (Costafreda et al., 2009), so as to reveal the concordance
cross a large number of neuroimaging studies on reward-related
ecision making. We anticipated that the ventral striatum and
rbitofrontal cortex (OFC), two major dopaminergic projection
reas that have been associated with reward processing, would be
onsistently activated.

In addition, from a theory-driven perspective, we aimed to elu-
idate whether there exist distinctions in the brain networks that
re responsible for processing positive and negative reward infor-
ation, and that are preferentially involved in different stages of
Please cite this article in press as: Liu, X., et al., Common and distinc
meta-analysis of functional neuroimaging studies. Neurosci. Biobehav

eward processing such as reward anticipation, outcome monitor-
ng, and decision evaluation. Decision making involves encoding
nd representation of the alternative options and comparing the
alues or utilities associated with these options. Across these
rocesses, decision making is usually affiliated with positive or neg-
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 00

ative valence from either the outcomes or emotional responses
toward the choices made. Positive reward valence refers to the
positive subjective states we experience (e.g., happiness or satisfac-
tion) when the outcome is positive (e.g., winning a lottery) or better
than we anticipate (e.g., losing less value than projected). Negative
reward valence refers to the negative feelings we go through (e.g.,
frustration or regret) when the outcome is negative (e.g., losing a
gamble) or worse than what we expect (e.g., stock value increasing
lower than projected). Although previous studies have attempted
to distinguish reward networks that are sensitive to processing pos-
itive or negative information (Kringelbach, 2005; Liu et al., 2007),
as well as those that are involved in reward anticipation or outcome
(Knutson et al., 2003; Ramnani et al., 2004), empirical results have
been mixed. We aimed to extract consistent patterns by pooling
over a large number of studies examining these distinctions.

2. Methods

2.1. Literature search and organization

2.1.1. Study identification
Two independent researchers conducted a thorough search of

the literature for fMRI studies examining reward-based decision
making in humans. The terms used to search the online cita-
tion indexing service PUBMED (through June 2009) were “fMRI”,
“reward”, and “decision” (by the first researcher), “reward deci-
sion making task”, “fMRI”, and “human” (by the second researcher).
These initial search results were merged to yield a total of 182
articles. Another 90 articles were identified from a reference
database of a third researcher accumulated through June 2009
using “reward” and “MRI” as filtering criteria. We also searched the
BrainMap database using Sleuth, with “reward task” and “fMRI” as
search terms, and found 59 articles. All of these articles were pooled
into a database and redundant entries were eliminated. We then
applied several exclusion criteria to further eliminate articles that
are not directly relevant to the current study. These criteria are:
(1) non-first hand empirical studies (e.g., review articles); (2) stud-
ies that did not report results in standard stereotactic coordinate
space (either Talairach or Montreal Neurological Institute, MNI);
(3) studies using tasks unrelated to reward or value-based decision
making; (4) studies of structural brain analyses (e.g., voxel-based
morphometry or diffusion tensor imaging); (5) studies purely based
on region of interest (ROI) analysis (e.g., using anatomical masks
or coordinates from other studies); (6) studies of special popula-
tions whose brain functions may be deviated from those of normal
healthy adults (e.g., children, aging adults, or substance dependent
individuals), although coordinates reported in these studies for the
healthy adult group alone were included. Variability among meth-
ods with which subjects were instructed to report decisions during
the tasks (i.e., verbal, nonverbal button-press) was accepted. This
t networks underlying reward valence and processing stages: A
. Rev. (2011), doi:10.1016/j.neubiorev.2010.12.012

resulted in 142 articles in the final database (listed in Appendix A).
During the data extraction stage, studies were then grouped

by different spatial normalization schemes according to coor-
dinate transformations implemented in the GingerALE toolbox
(http://brainmap.org, Research Imaging Center of the University

dx.doi.org/10.1016/j.neubiorev.2010.12.012
http://brainmap.org/
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f Texas Health Science Center, San Antonio, Texas): using FSL
http://www.fmrib.ox.ac.uk/fsl) to report MNI coordinates, using
PM (http://www.fil.ion.ucl.ac.uk/spm) to report MNI coordinates,
sing other programs to report MNI coordinates, using Brett
ethods to convert MNI coordinates into Talairach space, using
Talairach native template. Lists of coordinates that were in

alairach space were converted into the MNI space according to
heir original normalization schemes. For the Brett-Talairach list,
e converted the coordinates back into the MNI space using reverse

ransformation by Brett et al. (2002) (i.e., tal2mni). For the native
alairach list, we used BrainMap’s Talairach-MNI transformation
i.e., tal2icbm other). A master list of all studies was created by
ombining all coordinates in MNI space in preparation for the ALE
eta-analyses in GingerALE.

.1.2. Experiment categorization
To test hypotheses with regards to the common and distinct

eward pathways that are recruited by different aspects of reward-
elated decision making, we categorized coordinates according to
wo types of classification: reward valence and decision stages. We
dopted the term of “experiments” used by the BrainMap database
o refer to individual regressors or contrasts typically reported in
MRI studies. For reward valence, we organized the experiments
nto positive and negative rewards. For decision stages, we sep-
rated the experiments into reward anticipation, outcome, and
valuation. Coordinates in the master list that fit into these cate-
ories were put into sub-lists; those that were difficult to interpret
r not clearly defined were omitted. Below we list some examples
hat were put into each of these categories.

The following contrasts were classified as processing of positive
ewards: those in which subjects won money or points (Elliott et al.,
000) (reward during run of success); avoided losing money or
oints (Kim et al., 2006) (direct comparison between avoidance of
n averse outcome and reward receipt); won the larger of two sums
f money or points (Knutson et al., 2001a) (large vs. small reward
nticipation); lost the smaller of two sums of money or points
Ernst et al., 2005) (no-win $0.50 > no-win $4); received encour-
ging words or graphics on the screen(Zalla et al., 2000) (increase
or “win”); received sweet taste in their mouths (O’Doherty et al.,
002) (glucose > neutral taste); positively evaluated the choice (Liu
t al., 2007) (right > wrong), or received any other type of positive
ewards as a result of successful completion of the task.

Experiments classified for negative rewards included those in
hich subjects lost money or points (Elliott et al., 2000) (penalty
uring run of failure); did not win money or points (Ernst et al.,
005) (dissatisfaction of no-win); won the smaller of two sums of
oney or points (Knutson et al., 2001a) ($1 vs. $50 reward); lost the

arger of two sums of money or points (Knutson et al., 2001a) (large
s. small punishment anticipation); negatively evaluated the choice
Liu et al., 2007) (wrong > right); or received any other negative
ewards such as the administration of a bitter taste in their mouths
O’Doherty et al., 2002) (salt > neutral taste) or discouraging words
r images (Zalla et al., 2000) (increase for “lose” and decrease for
win”).

Reward anticipation was defined as the time period when the
ubject was pondering potential options before making a deci-
ion. For example, placing a bet and expecting to win money on
hat bet would be classified as anticipation (Cohen and Ranganath,
005) (high-risk vs. low-risk decision). Reward outcome/delivery
as classified as the period when the subject received feedback on

he chosen option, such as a screen with the words “win x$” or “lose
Please cite this article in press as: Liu, X., et al., Common and distinc
meta-analysis of functional neuroimaging studies. Neurosci. Biobehav

$” (Bjork et al., 2004) (gain vs. non-gain outcome). When the feed-
ack influenced the subject’s decision and behavior in a subsequent
rial or was used as a learning signal, the contrast was classified as
eward evaluation. For example, a risky decision that is rewarded
n the initial trial may lead a subject to take another, perhaps big-
 PRESS
ioral Reviews xxx (2011) xxx–xxx 3

ger, risk in the next trial (Cohen and Ranganath, 2005) (low-risk
rewards followed by high-risk vs. low-risk decisions). Loss aver-
sion, the tendency for people to strongly prefer avoiding losses to
acquiring gains, is another example of evaluation (Tom et al., 2007)
(relation between lambda and neural loss aversion).

2.2. Activation likelihood estimation (ALE)

The algorithm of ALE is based on (Eickhoff et al., 2009). ALE mod-
els the activation foci as 3D Gaussian distributions centered at the
reported coordinates, and then calculates the overlap of these dis-
tributions across different experiments (ALE treats each contrast in
a study as a separate experiment). The spatial uncertainty associ-
ated with activation foci is estimated with respect to the number
of subjects in each study (i.e., a larger sample produces more reli-
able activation patterns and localization; therefore the coordinates
are convolved with a tighter Gaussian kernel). The convergence of
activation patterns across experiments is calculated by taking the
union of the above modeled activation maps. A null distribution
that represents ALE scores generated by random spatial overlap
across studies is estimated through permutation procedure. Finally
the ALE map computed from the real activation coordinates is
tested against the ALE scores from the null distribution, produc-
ing a statistical map representing the p values of the ALE scores.
The nonparametric p values are then transformed into z scores and
thresholded at a cluster-level corrected p < 0.05.

Six different ALE analyses were conducted using GingerALE 2.0
(Eickhoff et al., 2009), one for the main analysis of all studies,
and one for each of the five sub-lists characterizing brain acti-
vation by positive or negative rewards as well as anticipation,
outcome, and evaluation. Two subtraction ALE analyses were con-
ducted using GingerALE 1.2 (Turkeltaub et al., 2002), one for the
contrast between positive and negative rewards, and the other for
the contrast between anticipation and outcome.

2.2.1. Main analysis of all studies
All 142 studies were included in the main analysis, which con-

sisted of 5214 foci from 655 experiments (contrasts). We used the
algorithm implemented in GingerALE 2.0, which models the ALE
based on the spatial uncertainty of each focus using an estimation of
the inter-subject and inter-experiment variability. The estimation
was constrained by a gray matter mask and estimated the above-
chance clustering with the experiments as a random-effects factor,
rather than using a fixed-effects analysis on foci (Eickhoff et al.,
2009). The resulting ALE map was thresholded using the false dis-
cover rate (FDR) method with p < 0.05 and a minimum cluster size
of 60 voxels of 2 mm × 2 mm × 2 mm (for a total of 480 mm3) to
protect against false positives of multiple comparisons.

2.2.2. Individual analyses of sub-lists
Five other ALE analyses were also conducted based on the

sub-lists that categorize different experiments into positive and
negative rewards, as well as reward anticipation, reward delivery
(outcome), and choice evaluation. For the positive reward analy-
sis, 2167 foci from 283 experiments were included. The negative
reward analysis consisted of 935 foci from 140 experiments. The
numbers of foci included in the analyses for anticipation, outcome,
and choice evaluation were 1553 foci (185 experiments), 1977
(253), and 520 (97), respectively. We applied the same analysis and
threshold approaches as we did for the main analysis above.
t networks underlying reward valence and processing stages: A
. Rev. (2011), doi:10.1016/j.neubiorev.2010.12.012

2.2.3. Subtraction analyses
We were also interested in contrasting the brain areas that were

selectively or preferentially activated by positive versus negative
rewards, and by reward anticipation versus reward delivery. Gin-
gerALE 1.2 was used to conduct these two analyses. ALE maps were

dx.doi.org/10.1016/j.neubiorev.2010.12.012
http://www.fmrib.ox.ac.uk/fsl
http://www.fil.ion.ucl.ac.uk/spm
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moothed with a kernel with a FWHM of 10 mm. A permutation
est of randomly distributed foci with 10,000 simulations was run
o determine statistical significance of the ALE maps. To correct for

ultiple comparisons, the resulting ALE maps were thresholded
sing the FDR method with p < 0.05 and a minimum cluster size of
0 voxels.

.3. Parametric voxel-based meta-analysis (PVM)

We also analyzed the same coordinate lists using another meta-
nalysis approach, PVM. In contrast to the ALE analysis, which
reats different contrasts within a study as distinct experiments,
VM analysis pools peaks from all different contrasts within a
tudy and creates a single coordinate map for the specific study
Costafreda et al., 2009). Therefore, the random-effects factor in
he PVM analysis is the studies, in comparison to individual experi-
ents/contrasts in the ALE analysis. This further reduces estimation

ias caused by studies with multiple contrasts that reporting simi-
ar activation patterns. Similar to the ALE approach, we conducted
ix different PVM analyses using the algorithms implemented in
statistical software (http://www.R-project.org) from a previous

tudy (Costafreda et al., 2009), one for the main analysis of all
tudies, and one for each of the five sub-lists characterizing brain
ctivation by different aspects of reward processing. Two additional
VM analyses were conducted using the same code base to com-
are between positive and negative rewards as well as between
eward anticipation and outcome.

.3.1. Main analysis of all studies
MNI coordinates (5214) from the same 142 studies used in the

LE analysis were transformed into a text table, with each study
dentified by a unique study identification label. Computations on
he peak map were constrained within a mask in MNI space. The
eak map was first smoothed with a uniform kernel (� = 10 mm) to
enerate the summary map, which represents the number of stud-
es reporting overlapping activation peaks within a neighborhood
f 10 mm radius. Next, random-effects PVM analysis was run to
stimate statistical significance associated with each voxel in the
ummary map. The number of studies in the summary map was
onverted into the proportion of studies that reported concordant
ctivation. We used the same threshold as used in ALE analysis to
dentify significant clusters for the proportion map (using the FDR

ethod with p < 0.05 and a minimum cluster size of 60 voxels).

.3.2. Individual analyses of sub-lists
Five other PVM analyses were conducted on the sub-lists for

ositive and negative rewards, as well as reward anticipation,
utcome, and evaluation. The positive reward analysis included
167 foci from 111 studies whereas the negative reward analysis

ncluded 935 foci from 67 studies. The numbers of studies included
n the analyses for anticipation, outcome, and choice evaluation

ere 1553 foci (65 studies), 1977 (86), and 520 (39), respectively.
e applied the same analysis and threshold approaches as we did

or the main analysis above.

.3.3. Comparison analyses
We also conducted two PVM analyses to compare the activation

atterns between positive and negative rewards as well as between
eward anticipation and outcome. Two peak maps (e.g., one for pos-
tive and the other for negative) were first smoothed with a uniform
ernel (� = 10 mm) to generate the summary maps, each represent-
Please cite this article in press as: Liu, X., et al., Common and distinc
meta-analysis of functional neuroimaging studies. Neurosci. Biobehav

ng the number of studies with overlapping activation peak within
neighborhood of 10 mm radius. These two summary maps were

ntered into a Fisher test to estimate the odds ratio and statisti-
al significance p value for each contributing voxel within the MNI
pace mask. Since the Fisher’s test is not specifically developed for
 PRESS
ioral Reviews xxx (2011) xxx–xxx

fMRI data analysis and empirically less sensitive than the other
methods, we applied a relatively lenient threshold for the direct
comparison PVM analysis, using uncorrected p < 0.01 and a mini-
mum cluster size of 60 voxels (Xiong et al., 1995), to correct for
multiple comparison Type I error.

3. Results

3.1. ALE results

The all-inclusive analysis of 142 studies showed significant acti-
vation of a large cluster that encompassed the bilateral nucleus
accumbens (NAcc), pallidum, anterior insula, lateral/medial OFC,
anterior cingulate cortex (ACC), supplementary motor area (SMA),
lateral prefrontal cortex (PFC), right amygdala, left hippocampus,
thalamus, and brain stem (Fig. 1A). Other smaller clusters included
the right middle frontal gyrus and left middle/inferior frontal gyrus,
bilateral inferior/superior parietal lobule, and posterior cingulate
cortex (PCC) (Table 1).

Positive rewards activated a subset of the above mentioned
networks, including the bilateral pallidum, anterior insula, thala-
mus, brain stem, medial OFC, ACC, SMA, PCC, and other frontal
and parietal areas (Fig. 1B and Table 2, also see Supplementary
Materials – Fig. S1A). Negative rewards showed activation in the
bilateral NAcc, caudate, pallidum, anterior insula, amygdale, tha-
lamus, brain stem, rostral ACC, dorsomedial PFC, lateral OFC, and
right middle and inferior frontal gyrus (Fig. 1B and Table 2, also
see Supplementary Materials – Fig. S1B). Contrasting activation by
positive versus negative rewards, we found that positive rewards
significantly activated the following regions to a great degree: bilat-
eral NAcc, anterior insula, medial OFC, hippocampus, left putamen,
and thalamus (Fig. 1D and Table 4). None showed more activation
by negative than positive rewards.

Different reward processing stages shared similar brain activa-
tion patterns in the above-mentioned core networks, including the
bilateral NAcc, anterior insula, thalamus, medial OFC, ACC, and dor-
somedial PFC (Fig. 1C and Table 3, also see Supplementary Materials
– Figs. S1C–E). Reward anticipation, as compared to reward out-
come, revealed greater activation in the bilateral anterior insula,
ACC, SMA, left inferior parietal lobule and middle frontal gyrus
(Fig. 1E and Table 5). Outcome preferential activation included
bilateral NAcc, caudate, thalamus, and medial/lateral OFC (Table 5).

3.2. PVM results

The main analysis of 142 studies showed significant activation in
bilateral NAcc, anterior insula, lateral/medial OFC, ACC, PCC, inferior
parietal lobule, and middle frontal Gyrus (Fig. 2A and Table 6).

Positive rewards activated the bilateral NAcc, pallidum, puta-
men, thalamus, medial OFC, pregenual cingulate cortex, SMA, and
PCC (Fig. 2B and Table 7, also see Supplementary Materials – Fig.
S2A). Activation by negative rewards was found in the bilateral
NAcc and anterior insula, pallidum, ACC, SMA, and middle/inferior
frontal gyrus (Fig. 2B and Table 7, also see Supplementary Materials
– Fig. S2B). Direct contrast between positive and negative rewards
revealed preferential activation by positive rewards in the NAcc,
pallidum, medial OFC, and PCC, and greater activation by nega-
tive rewards in ACC and middle/inferior frontal gyrus (Fig. 2D and
Table 9).

Different reward processing stages similarly activated the NAcc
t networks underlying reward valence and processing stages: A
. Rev. (2011), doi:10.1016/j.neubiorev.2010.12.012

and ACC whereas they differentially recruited other brain areas
such as medial OFC, anterior insula, and amygdala (Fig. 2C and
Table 8, also see Supplementary Materials – Fig. S2C–E). Reward
anticipation, as compared to reward outcome, revealed signifi-
cant activation in the bilateral anterior insula, thalamus, precentral

dx.doi.org/10.1016/j.neubiorev.2010.12.012
http://www.r-project.org/
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Fig. 1. Concordance of brain activation from the ALE analyses. (A) Core network activated by all contrasts/experiments. (B) Overlay of brain areas separately involved in
positive versus negative reward processing. (C) Overlay of brain areas individually activated by different reward processing stages, anticipation, outcome, and evaluation.
(D) Direct contrast of brain activation between positive and negative reward processing. (E) Direct contrast of brain activation between reward anticipation and outcome.
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Table 1
Brain areas commonly activated by all studies from the ALE analysis (FDR p < 0.05 and a minimum cluster size of 60 voxels).

Region L/R x y z ALE (10−3) Size

Nucleus accumbens R 12 10 −6 59 19,461
Pallidum L −10 8 −4 56
Insula R 36 20 −6 23
Insula L −32 20 −4 21
Dorsomedial frontal cortex 0 24 40 19
Medial orbitofrontal cortex 0 54 −8 19
Amygdala R 24 −2 −16 15
Thalamus R 4 −14 8 15
Thalamus L −6 −16 8 15
Supplementary motor area 0 8 48 14
Brain stem R 8 −18 −10 14
Anterior cingulate cortex R 2 44 20 12
Supplementary motor area L −2 −8 50 11
Brain stem L −6 −18 −10 11
Anterior cingulate cortex 0 44 10 11
Brain stem L −4 −24 −4 10
Middle frontal gyrus L −24 2 52 9
Insula L −38 −4 6 9
Mid-orbitofrontal cortex R 24 40 −14 9
Mid-orbitofrontal cortex L −16 42 −14 9
Middle frontal gyrus R 40 32 32 10 739
Middle frontal gyrus R 44 16 30 8
Inferior parietal lobule L −28 −56 48 11 598
Superior parietal lobule L −24 −68 56 10
Angular gyrus R 28 −58 50 10 475
Angular gyrus R 44 −52 50 8
Posterior cingulate cortex 0 −32 32 12 425
Frontal pole L −36 50 10 9 337
Lateral orbitofrontal cortex L −46 42 −4 7
Lateral orbitofrontal cortex L −42 52 −6 7
Middle frontal gyrus R 30 4 50 7 210
Posterior cingulate cortex R 2 −50 26 8 205
Middle frontal gyrus L −44 28 30 7 139
Superior frontal gyrus L −22 30 48 9 129

Table 2
Brain areas activated by positive or negative rewards from the ALE analysis (FDR p < 0.05 and a minimum cluster size of 60 voxels).

Region L/R x y z ALE (10−3) Size

Positive
Pallidum R 12 8 −4 35 9254
Pallidum L −12 8 −4 33
Insula R 36 20 −2 10
Insula L −32 18 −4 8
Thalamus R 4 −14 8 7
Thalamus L −10 −22 12 5
Hippocampus L −30 −20 −18 6
Brain stem L −4 −18 −12 5
Hippocampus L −24 −14 −12 5
Mid-orbitofrontal cortex L −28 28 −12 5
Inferior frontal gyrus L −52 18 0 4
Medial orbitofrontal cortex L −2 54 −6 10 3483
Medial orbitofrontal cortex R 2 48 −14 10
Supplementary motor area R 2 8 48 8
Pregenual cingulate cortex R 4 42 18 7
Posterior cingulate cortex 0 −30 32 6 292
Inferior parietal lobule L −30 −60 48 5 222
Posterior cingulate cortex R 2 −50 26 4 166
Negative
Pallidum L −10 6 −2 9 5705
Nucleus accumbens L −16 12 −10 8
Nucleus accumbens R 12 10 −8 7
Insula R 36 20 −6 6
Caudate R 10 6 4 5
Insula L −28 24 −8 5
Amygdala R 26 0 −18 5
Anterior cingulate cortex R 6 24 34 7 1102
Inferior frontal gyrus R 52 10 22 3 195
Precentral gyrus L −48 4 26 4 189
Middle frontal gyrus R 44 28 36 2 125
Mid-orbitofrontal cortex L −18 44 −12 3 98
Frontal pole L −36 50 10 4 91

dx.doi.org/10.1016/j.neubiorev.2010.12.012
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Fig. 2. Concordance of brain activation from the PVM analyses. (A) Core network activated by all contrasts/experiments. (B) Overlay of brain areas separately involved in
positive versus negative reward processing. (C) Overlay of brain areas individually activated by different reward processing stages, anticipation, outcome, and evaluation.
(D) Direct contrast of brain activation between positive and negative reward processing. (E) Direct contrast of brain activation between reward anticipation and outcome.
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Table 3
Brain areas activated by anticipation, outcome, and evaluation from the ALE analysis (FDR p < 0.05 and a minimum cluster size of 60 voxels).

Region L/R x y z ALE (10−3) Size

Anticipation
Nucleus accumbens R 12 10 −4 20 7960
Nucleus accumbens L −12 10 −6 20
Insula R 38 20 −8 10
Insula L −32 18 −6 8
Thalamus R 4 −12 12 6
Thalamus L −10 −22 12 6
Brain stem R 8 −18 −10 6
Brain stem L −4 −24 −6 5
Putamen R 24 4 0 5
Supplementary motor area R 2 8 48 8 2258
Anterior cingulate cortex R 2 24 40 7
Anterior cingulate cortex R 4 38 38 5
Anterior cingulate cortex R 2 28 34 7
Supplementary motor area L −2 −6 50 4
Medial orbitofrontal cortex L −2 50 −16 5 450
Inferior parietal lobule L −28 −58 50 5 327
Middle frontal gyrus R 40 28 34 4 192
Superior parietal lobule R 34 −52 52 3 131
Middle frontal gyrus L −26 4 52 4 119
Precentral gyrus L −44 6 30 3 95
Posterior cingulate cortex 0 −30 32 4 94
Outcome
Nucleus accumbens R 12 10 −6 27 11,322
Nucleus accumbens L −10 8 −4 26
Medial orbitofrontal cortex L −2 56 −6 10
Medial orbitofrontal cortex R 2 48 −14 9
Amygdala R 26 0 −16 10
Insula R 36 22 −8 9
Insula L −28 24 −8 7
Thalamus R 4 −16 6 9
Anterior cingulate cortex R 8 24 32 7
Supplementary motor area R 4 22 52 6
Frontal pole L −18 40 −16 6
Posterior cingulate cortex 0 −22 32 5 345
Superior frontal gyrus L −24 30 48 5 150
Supplementary motor area R 2 −6 50 4 147
Inferior frontal gyrus L −54 18 16 3 113
Occipital pole L −32 −94 −12 5 111
Middle frontal gyrus R 44 36 28 4 110
Evaluation
Pallidum L −10 4 −4 7 2846
Putamen L −26 6 −8 5
Nucleus accumbens R 10 10 −10 5
Nucleus accumbens L −16 4 −14 5
Dorsomedial frontal cortex L −2 24 42 3 585
Anterior cingulate cortex R 6 26 34 3
Anterior cingulate cortex L −2 32 30 3
Lateral orbitofrontal cortex R 30 30 −16 3 363
Insula R 38 18 −4 2
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Caudate R 20
Frontal pole L −36
Frontal pole R 32
Precentral gyrus L −48

yrus, and inferior parietal lobule (Fig. 2E and Table 10). No brain
rea showed greater activation by reward outcome in comparison
o anticipation.

.3. Comparison of ALE and PVM results

The current study also showed that although ALE and PVM
ethods treated the coordinate-based data differently and adopted

istinct estimation algorithms, the results for a single list of
oordinates from these two meta-analysis approaches were very
imilar and comparable (Figs. 1A–C and 2A–C, Table 11, also
ee Figs. S1 and S2 in Supplementary Materials). The improved
Please cite this article in press as: Liu, X., et al., Common and distinc
meta-analysis of functional neuroimaging studies. Neurosci. Biobehav

LE algorithm implemented in GingerALE 2.0, by design, treats
xperiments (or contrasts) as the random-effects factor, which
ignificantly reduces the bias caused by experiments reporting
ore loci versus those with fewer loci. Different studies, however,

nclude different number of experiments/contrasts. Therefore, the
4 18 2 202
50 10 4 137
54 −4 2 132

4 24 3 100

results of GingerALE 2.0 may still be affected by the bias that weighs
more toward studies reporting more contrasts, potentially overes-
timating cross-study concordance. However, by choice, users can
combine coordinates from different contrasts together so that Gin-
gerALE 2.0 can treat each study as a single experiment. This is what
PVM implements, pooling coordinates from all contrasts within a
study into a single activation map, thus weighing all studies equally
to estimate activation overlap across studies.

In contrast, comparison of two lists of coordinates differed
significantly between ALE and PVM approaches (Table 11), as a
result of their differences in sensitivity to within-study and cross-
study convergence. Since the improved ALE algorithm has not been
t networks underlying reward valence and processing stages: A
. Rev. (2011), doi:10.1016/j.neubiorev.2010.12.012

implemented for the subtractive ALE analysis, we used an ear-
lier version, GingerALE 1.2, which treats the coordinates as the
random-effects factor and experiments as the fixed-effects vari-
able. Therefore differences in both the numbers of coordinates and
experiments in two lists may affect the subtraction results. The sub-

dx.doi.org/10.1016/j.neubiorev.2010.12.012
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Table 4
Brain areas differentially activated by positive and negative rewards from the ALE subtraction analysis (FDR p < 0.05 and a minimum cluster size of 60 voxels).

Region L/R x y z ALE (10−3) Size

Positive > negative
Nucleus accumbens R 12 8 −4 177 5951
Nucleus accumbens L −10 10 −4 157
Putamen L −24 4 6 38
Brain stem L −4 −18 −14 37
Hippocampus L −30 −20 −18 36
Hippocampus L −24 −14 −12 35
Insula R 42 −4 −4 32
Thalamus L −10 −24 12 32
Insula L −30 18 −2 30
Hippocampus R 20 −22 −10 27
Medial orbitofrontal cortex 0 48 −12 72 1855
Pregenual cingulate cortex R 2 46 8 52
Pregenual cingulate cortex R 4 44 16 45
Supplementary motor area R 2 6 48 49 419
Posterior cingulate cortex 0 −32 32 43 361
Insula R 36 22 0 38 207
Posterior cingulate cortex 0 −50 26 30 181
Inferior parietal lobule L −30 −62 48 33 149
Frontal pole R 30 46 −10 30 145
Positive < negative
None

Table 5
Brain areas differentially activated by anticipation and outcome from the ALE subtraction analysis (FDR p < 0.05 and a minimum cluster size of 60 voxels).

Region L/R x y z ALE (10−3) Size

Anticipation > outcome
Supplementary motor area R 2 8 50 52 545
Anterior cingulate cortex R 4 40 36 30
Anterior cingulate cortex R 4 22 40 29
Anterior cingulate cortex R 6 46 24 24
Anterior cingulate cortex R 2 30 32 21
Brain stem R 6 −18 −10 34 275
Brain stem L −6 −24 −12 23
Insula L −42 −6 4 32 229
Pallidum L −22 −4 2 19
Insula R 40 16 −6 31 150
Insula R 34 26 2 25
Thalamus R 6 0 4 37 143
Thalamus L −10 −22 12 27 136
Inferior parietal lobule L −28 −60 50 31 113
Middle frontal gyrus L −44 18 36 22 99
Anticipation < outcome
Nucleus accumbens L −18 8 −14 69 4491
Amygdala R 26 0 −16 61
Nucleus accumbens R 14 10 −12 57
Caudate L −8 14 2 56
Medial orbitofrontal cortex L −2 56 −6 54
Caudate R 8 20 2 52
Medial orbitofrontal cortex R 4 48 −14 50
Nucleus accumbens L −8 8 −4 48
Pregenual cingulate cortex R 4 34 10 34
Mid-orbitofrontal cortex L −18 40 −16 33
Lateral orbitofrontal cortex L −40 44 −16 28
Medial superior frontal cortex R 4 62 14 27
Medial orbitofrontal cortex L −10 42 −8 27
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Occipital pole L −30
Inferior frontal gyrus L −38
Lateral orbitofrontal cortex L −50
Frontal pole R 46

ractive ALE analysis biased toward the list with more experiments
gainst the other with fewer (Fig. 1D/E). Positive reward stud-
es (2167 foci from 283 experiments) clearly predominated over
egative studies (935 foci from 140 experiments). The difference
etween reward anticipation (1553 foci from 185 experiments) and
Please cite this article in press as: Liu, X., et al., Common and distinc
meta-analysis of functional neuroimaging studies. Neurosci. Biobehav

utcome (1977 foci from 253 experiments) was smaller, but could
ave also caused the bias toward the outcome phase. On the other
and, the use of the Fisher test to estimate the odds ratio and assign
oxels in one of the two lists by PVM seemed to be less sensitive in
etecting activation difference between the two lists (Fig. 2D/E).
−94 −14 34 175
34 12 25 113
24 −14 26 111
34 −6 22 110

4. Discussion

We are constantly making decisions in our everyday life. Some
decisions involve no apparent positive or negative values of the
outcomes whereas others have significant impacts on the valence
t networks underlying reward valence and processing stages: A
. Rev. (2011), doi:10.1016/j.neubiorev.2010.12.012

of the results and our emotional responses toward the choices we
make. We may feel happy and satisfied when the outcome is pos-
itive or our expectation is fulfilled, or feel frustrated when the
outcome is negative or lower than what we anticipated. More-
over, many decisions must be made without advance knowledge

dx.doi.org/10.1016/j.neubiorev.2010.12.012
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Table 6
Brain areas commonly activated by all studies from the PVM analysis (FDR p < 0.05 and a minimum cluster size of 60 voxels).

Label L/R x y z PVM (10−2) Size

Nucleus accumbens R 12 8 −10 54 9216
Putamen L −16 4 −10 54
Nucleus accumbens L −8 6 −6 51
Insula R 38 20 −2 32
Insula R 30 18 −8 31
Anterior cingulate cortex R 2 22 36 30 3032
Medial orbitofrontal cortex L −4 50 −10 27
Medial orbitofrontal cortex L −8 42 −18 25
Anterior cingulate cortex 0 34 28 24
Medial orbitofrontal cortex L −6 38 −12 24
Middle frontal gyrus R 36 36 30 20 288
Middle frontal gyrus R 44 34 22 20
Middle frontal gyrus R 40 22 34 17
Middle frontal gyrus R 48 38 16 15
Inferior parietal lobule L −36 −58 48 20 155
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Superior parietal lobule L −26
Posterior cingulate cortex L −2
Lateral orbitofrontal cortex R 34
Lateral orbitofrontal cortex R 30

f their consequences. Therefore, we need to be able to make
redictions about the future reward, and evaluate the reward
alue and potential risk of obtaining it or being penalized. This
equires us to evaluate the choice we make based on the pres-
nce of prediction errors and to use these signals to guide our
earning and future behaviors. Many neuroimaging studies have
xamined reward-related decision making. However, given the
omplex and heterogeneous psychological processes involved in
Please cite this article in press as: Liu, X., et al., Common and distinc
meta-analysis of functional neuroimaging studies. Neurosci. Biobehav

alue-based decision making, it is no trivial task to examine neural
etworks that subserve representation and processing of reward-
elated information. We have observed a rapid growth in the
umber of empirical studies in the field of neuroeconomics, yet

able 7
rain areas activated by positive or negative rewards from the PVM analysis (FDR p < 0.05

Label L/R x

Positive
Nucleus accumbens L −16
Nucleus accumbens R 14
Putamen L −18
Thalamus R 10
Thalamus R 6
Medial orbitofrontal cortex L −4
Pregenual cingulate cortex L −6
Medial orbitofrontal cortex L −8
Pregenual cingulate cortex R 2
Medial orbitofrontal cortex L −4
Middle cingulate cortex 0
Supplementary motor area L −2
Supplementary motor area L −8
Middle cingulate cortex L −2
Posterior cingulate cortex L −4
Posterior cingulate cortex L −2
Mid-orbitofrontal cortex R 24
Mid-orbitofrontal cortex R 16
Negative
Nucleus accumbens L −18
Nucleus accumbens R 12
Nucleus accumbens R 14
Pallidum L −16
Insula R 36
Insula L −32
Anterior cingulate cortex R 2
Anterior cingulate cortex 0
Supplementary motor area R 2
Anterior cingulate cortex 0
Middle frontal gyrus R 42
Middle frontal gyrus R 44
Inferior frontal gyrus R 50
Inferior frontal gyrus L −52
−66 50 18
−34 30 19 114

50 −6 21 63
52 0 17

thus far it has been hard to see how these studies have con-
verged so as to clearly delineate the reward circuitry in the human
brain. In the current meta-analysis study, we have showed concor-
dance across a large number of studies and revealed the common
and distinct patterns of brain activation by different aspects of
reward processing. In a data-driven fashion, we pooled over all
coordinates from different contrasts/experiments of 142 stud-
ies, and observed a core reward network, which consists of the
t networks underlying reward valence and processing stages: A
. Rev. (2011), doi:10.1016/j.neubiorev.2010.12.012

NAcc, lateral/medial OFC, ACC, anterior insula, dorsomedial PFC,
as well as the lateral frontoparietal areas. A recent meta-analysis
study focusing on risk assessment in decision making reported
a similar reward circuitry (Mohr et al., 2010). In addition, from

and a minimum cluster size of 60 voxels).

y z PVM (10−2) Size

8 −8 46 6609
10 −10 46

4 −14 41
−8 6 23

−12 2 21
50 −10 23 1521
42 −2 19
40 −18 19
38 10 18
58 −2 17

2 40 15 343
18 42 14
−4 44 12
10 34 12

−32 32 16 243
−46 30 14

40 −14 14 65
38 −18 13

4 −10 31 4891
2 −10 27
8 −14 27
0 −2 25

20 −10 25
20 −2 22
20 36 27 1166
22 28 25
12 50 16
36 26 15
26 28 16 139
18 30 15

6 26 15
4 26 15 82
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ARTICLE IN PRESSG Model
NBR-1403; No. of Pages 18

X. Liu et al. / Neuroscience and Biobehavioral Reviews xxx (2011) xxx–xxx 11

Table 8
Brain areas activated by anticipation, outcome, and evaluation from the PVM analysis (FDR p < 0.05 and a minimum cluster size of 60 voxels).

Label L/R x y z PVM (10−2) Size

Anticipation
Nucleus accumbens R 12 2 −4 46 5623
Nucleus accumbens L −16 4 −10 46
Insula R 34 20 −6 40
Thalamus L −8 −20 8 29
Thalamus R 8 −6 6 29
Thalamus L −2 −16 6 26
Anterior cingulate cortex 0 20 42 28 1003
Anterior cingulate cortex R 2 30 34 25
Supplementary motor area L −4 4 50 20
Supplementary motor area 0 0 46 20
Supplementary motor area L −8 −4 44 18
Outcome
Nucleus accumbens R 12 12 −6 51 5288
Nucleus accumbens R 14 8 −12 48
Nucleus accumbens L −16 8 −10 45
Nucleus accumbens L −10 8 −4 43
Amygdala L −18 0 −18 29
Medial orbitofrontal cortex 0 44 −10 27 1254
Medial orbitofrontal cortex L −8 46 −12 23
Medial orbitofrontal cortex L −8 38 −16 23
Medial orbitofrontal cortex L −2 60 −6 21
Anterior cingulate cortex R 2 24 30 21 234
Anterior cingulate cortex R 2 18 38 17
Supplementary motor area L −4 16 46 15
Posterior cingulate cortex L −2 −34 30 20 210
Posterior cingulate cortex R 2 −46 24 15
Evaluation
Nucleus accumbens L −20 6 −12 38 1796
Nucleus accumbens R 12 2 −10 36
Amygdala L −12 0 −14 33
Pallidum L −12 2 −2 28

a
w
t
d
a
c

T
B

Anterior cingulate cortex 0
Anterior cingulate cortex R 2
Anterior cingulate cortex 0
Anterior cingulate cortex L −6

theory-driven perspective, we contrasted neural networks that
ere involved in positive and negative valence across anticipa-
Please cite this article in press as: Liu, X., et al., Common and distinc
meta-analysis of functional neuroimaging studies. Neurosci. Biobehav

ion and outcome stages of reward processing, and elucidated
istinct neural substrates subserving valence-related assessment
s well as their preferential involvement in anticipation and out-
ome.

able 9
rain areas differentially activated by positive and negative rewards from the PVM Fisher

Label L/R x

Positive > negative
Medial orbitofrontal cortex L −12
Medial orbitofrontal cortex L −4
Medial orbitofrontal cortex L −6
Medial orbitofrontal cortex L −8
Medial orbitofrontal cortex L −6
Nucleus accumbens L −6
Pallidum L −12
Posterior cingulate cortex R 4
Posterior cingulate cortex R 6
Posterior cingulate cortex L −8
Posterior cingulate cortex L −2
Posterior cingulate cortex L −4
Pallidum R 16
Nucleus accumbens R 8
Positive < negative
Middle frontal gyrus R 46
Inferior frontal gyrus R 52
Middle frontal gyrus R 50
Inferior frontal gyrus R 60
Precentral gyrus R 50
Anterior cingulate cortex R 8
Anterior cingulate cortex R 6
Anterior cingulate cortex L −4
Anterior cingulate cortex R 4
26 24 23 115
22 38 20
36 26 20
32 22 18

4.1. Core reward areas: NAcc and OFC
t networks underlying reward valence and processing stages: A
. Rev. (2011), doi:10.1016/j.neubiorev.2010.12.012

The NAcc and OFC have long been conceived as the major play-
ers in reward processing because they are the main projection areas
of two distinct dopaminergic pathways, the mesolimbic and meso-
cortical pathways, respectively. However, it remains unknown how

odds ratio analysis (voxel p < 0.01 and a minimum cluster size of 60 voxels).

y z OR Size

48 −22 0.001 371
38 −22 0.097
52 −12 0.202
42 −18 0.202
48 −6 0.244

4 −10 0.352 192
4 −2 0.409

−30 38 0.001 129
−34 30 0.001
−38 34 0.097
−46 30 0.097
−34 28 0.097

2 −2 0.336 60
12 −8 0.409

18 32 1724.2 149
12 24 1724.2
24 32 1093.5
12 16 896.9

6 26 19.0
24 24 7.8 65
16 30 5.2
20 28 4.2
24 34 3.4

dx.doi.org/10.1016/j.neubiorev.2010.12.012
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Table 10
Brain areas differentially activated by anticipation and outcome from the PVM Fisher odds ratio analysis (voxel p < 0.01 and a minimum cluster size of 60 voxels).

Label L/R x y z OR Size

Anticipation > outcome
Superior temporal gyrus L −58 −6 0 0.149 143
Heschl gyrus L −50 −10 0 0.149
Insula L −40 −2 −2 0.149
Rolandic opercular L −46 −4 6 0.179
Insula L −34 6 −4 0.217
Angular gyrus L −36 −68 42 0.149 117
Angular gyrus L −42 −56 36 0.149
Inferior parietal lobule L −32 −62 46 0.179
Angular gyrus L −42 −66 38 0.179
Insula R 38 22 4 0.307 116
Insula R 28 24 −6 0.307
Insula R 36 20 −4 0.357
Precentral gyrus L −42 2 38 0.001 106
Precentral gyrus L −48 0 30 0.149
Brain stem 0 −24 −10 0.273 79
Thalamus L −4 −16 14 0.217 78
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Thalamus L −8
Thalamus L −10
Anticipation < outcome
None

opamine neurons distinctively modulate activity in these limbic
nd cortical areas. Previous studies have tried to differentiate the
oles of these two structures in terms of temporal stages, associat-
ng the NAcc with reward anticipation and relating the medial OFC
o receipt of reward (Knutson et al., 2001b, 2003; Ramnani et al.,
004). Results from other studies questioned such a distinction
Breiter et al., 2001; Delgado et al., 2005; Rogers et al., 2004). Many
tudies also implied that the NAcc was responsible for detecting
rediction error, a crucial signal in incentive learning and reward
ssociation (McClure et al., 2003; O’Doherty et al., 2003b; Pagnoni
t al., 2002). Studies also found that the NAcc showed a bipha-
ic response, such that activity in the NAcc would decrease and
rop below the baseline in response to negative prediction errors
Knutson et al., 2001b; McClure et al., 2003; O’Doherty et al., 2003b).
lthough the OFC usually displays similar patterns of activity as the
Acc, previous neuroimaging studies in humans have suggested

hat the OFC serves to convert a variety of stimuli into a common
urrency in terms of their reward values (Arana et al., 2003; Cox
t al., 2005; Elliott et al., 2010; FitzGerald et al., 2009; Gottfried et al.,
003; Kringelbach et al., 2003; O’Doherty et al., 2001; Plassmann
t al., 2007). These findings paralleled those obtained from sin-
le cell recording and lesion studies in animals (Schoenbaum and
oesch, 2005; Schoenbaum et al., 2003, 2009; Schultz et al., 2000;
remblay and Schultz, 1999, 2000; Wallis, 2007).
Please cite this article in press as: Liu, X., et al., Common and distinc
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Our overall analyses showed that the NAcc and OFC responded
o general reward processing (Figs. 1A and 2A). Activation in the
Acc largely overlapped across different stages, whereas the medial
FC was more tuned to reward receipt (Figs. 1C/E and 2C). These
ndings highlighted that the NAcc may be responsible for track-

able 11
ummary of ALE and PVM results on key regions of interest.

VS aINS mOFC lOFC

Overall ALE, PVM ALE, PVM ALE, PVM ALE, PVM
Positive ALE, PVM ALE ALE, PVM
Negative ALE, PVM ALE, PVM
Anticipation ALE, PVM ALE, PVM ALE
Outcome ALE, PVM ALE ALE, PVM
Evaluation ALE, PVM ALE ALE
Positive > negative ALE, PVM ALE ALE, PVM
Positive < negative
Anticipation > outcome ALE, PVM
Anticipation < outcome ALE ALE ALE

S – ventral striatum; aINS – anterior insula; mOFC – medial orbitofrontal cortex; lOFC –
inferior parietal lobule; dlPFC – dorsolateral prefrontal cortex; dmPFC – dorsomedial pr
−18 8 0.270
−24 4 0.273

ing both positive and negative signals of reward and using them to
modulate learning of reward association, whereas the OFC mostly
monitors and evaluates reward outcomes. Further investigation is
needed to better differentiate the roles of the NAcc and OFC in
reward-related decision making (Frank and Claus, 2006; Hare et
al., 2008).

4.2. Valence-related assessment

In addition to converting various reward options into com-
mon currency and representing their reward values, distinct brain
regions in the reward circuitry may separately encode posi-
tive and negative valences of reward. Direct comparisons across
reward valence revealed that both the NAcc and medial OFC
were more active in response to positive versus negative rewards
(Figs. 1B/D and 2B/D). In contrast, the anterior insular cortex
was involved in the processing of negative reward information
(Fig. 1B and 2B). These results confirmed the medial-lateral dis-
tinction for positive versus negative rewards (Kringelbach, 2005;
Kringelbach and Rolls, 2004), and were consistent with what we
observed in our previous study on a reward task (Liu et al., 2007).
Sub-regions of the ACC uniquely responded to positive and negative
rewards. Pregenual and rostral ACC, close to the medial OFC, were
activated by positive rewards whereas the caudal ACC responded
t networks underlying reward valence and processing stages: A
. Rev. (2011), doi:10.1016/j.neubiorev.2010.12.012

to negative rewards (Figs. 1B and 2B). ALE and PVM meta-analyses
also revealed that the PCC was consistently activated by positive
rewards (Fig. 1B and 2B).

Interestingly, separate networks encoding positive and negative
valences are similar to the distinction between two anti-correlated

AMY ACC IPL dlPFC dmPFC

ALE ALE, PVM ALE, PVM ALE, PVM ALE
ALE ALE

ALE ALE, PVM ALE, PVM
ALE, PVM ALE ALE

ALE, PVM ALE, PVM ALE
ALE, PVM ALE, PVM ALE

ALE
PVM PVM
ALE ALE, PVM ALE

ALE ALE

lateral orbitofrontal cortex; AMY – amygdala; ACC – anterior cingulate cortex; IPL
efrontal cortex.

dx.doi.org/10.1016/j.neubiorev.2010.12.012
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ig. 3. A schematic framework illustrates the roles of core brain areas involved in d
rbitofrontal cortex encoding positive valence; the dash pattern denotes the anter
egative valence; the wave pattern denotes the ventral striatum encoding both posi

nvolved in information integration.

etworks, the default-mode network and task-related network
Fox et al., 2005; Raichle et al., 2001; Raichle and Snyder, 2007).
ecent meta-analyses found that the default-mode network mainly

nvolved the medial prefrontal regions (including the medial OFC)
nd medial posterior cortex (including the PCC and precuneus),
nd the task-related network includes the ACC, insula, and lateral
rontoparietal regions (Laird et al., 2009; Toro et al., 2008). Acti-
ation in the medial OFC and PCC by positive rewards mirrored
he default-mode network commonly observed during the resting
tate, whereas activation in the ACC, insula, lateral prefrontal cor-
ex by negative rewards paralleled the task-related network. This
ntrinsic functional organization of the brain was found to influ-
nce reward and risky decision making and account for individual
ifferences in risk-taking traits (Cox et al., 2010).

.3. Anticipation versus outcome

The bilateral anterior insula, ACC/SMA, inferior parietal lobule,
nd brain stem showed more consistent activation in anticipation
n comparison to the outcome phase (Figs. 1C/E and 2C/E). The
nterior insula and ACC have previously been implicated in intero-
eption, emotion and empathy (Craig, 2002, 2009; Gu et al., 2010;
han et al., 2002), and risk and uncertainty assessment (Critchley
t al., 2001; Kuhnen and Knutson, 2005; Paulus et al., 2003), lend-
ng its role in anticipation. The anterior insula was consistently
nvolved in risk processing, especially in anticipation of loss, as
evealed by a recent meta-analysis (Mohr et al., 2010). Similar
o the role of the OFC, the parietal lobule has been associated
ith valuation of different options (Sugrue et al., 2005), numerical

epresentation (Cohen Kadosh et al., 2005; Hubbard et al., 2005),
nd information integration (Gold and Shadlen, 2007; Yang and
hadlen, 2007). Therefore, it is crucial for the parietal lobule to be
nvolved in the anticipation stage of reward processing so as to plan
nd prepare for an informed action (Andersen and Cui, 2009; Lau
t al., 2004a,b).

On the other hand, the ventral striatum, medial OFC, and amyg-
ala showed preferential activation during reward outcome in
omparison to the anticipation stage (Figs. 1C/E and 2C). These pat-
erns were consistent with what we and other investigators found
Please cite this article in press as: Liu, X., et al., Common and distinc
meta-analysis of functional neuroimaging studies. Neurosci. Biobehav

reviously (Breiter et al., 2001; Delgado et al., 2005; Liu et al.,
007; Rogers et al., 2004), standing against the functional disso-
iation between the ventral striatum and medial OFC in terms of
heir respective roles in reward anticipation and reward outcome
Knutson et al., 2001a,b, 2003).
nt aspects of reward-related decision making. The grid pattern denotes the medial
ula, lateral orbitofrontal cortex, anterior cingulate cortex, and amygdala encoding
d negative valence; the diamond pattern denotes the frontoparietal network being

4.4. A schematic illustration of reward processing

Based on the findings of common and distinct networks involved
in various aspects of reward decision making, we have come up
with a schematic illustration to summarize the distributed repre-
sentations of valuation and valence in reward processing (Fig. 3).
We tentatively group different brain regions based on their roles
in different processes, although each region may serve multiple
functions and interact with other brain areas in a far more complex
way. When facing alternative choices, each of which has distinctive
characteristics such as magnitude and probability, these properties
need to be converted into comparable value-based information, a
“common currency”. Not only do we compare the values of these
alternative choices, but we also compare the factual and projected
values as well as the fictional values associated with the un-chosen
choice (e.g., the prediction error signal). The ventral striatum and
medial OFC have been implicated in this value-based representa-
tion. The inferior parietal lobule has also been found to be involved
in representing and comparing numerical information. In addition,
value-based decision making inevitably results in evaluation of the
choices, based on the valence of the outcomes and associated emo-
tional responses. While the ventral striatum and medial OFC are
also involved in detecting the positive reward valence, the lateral
OFC, anterior insula, ACC and amygdala are mostly implicated in
processing of the negative reward valence, most likely linked to
their evaluative roles in negative emotional responses. Because of
the negative affect usually associated with risk, the anterior insula
and ACC are also involved in reward anticipation of risky deci-
sions, especially for uncertainty–averse responses in anticipation
of loss. Finally, the frontoparietal regions serve to integrate and
act upon these signals in order to produce optimal decisions (e.g.,
win-stay-loss-switch).

4.5. Caveats

A couple of methodological caveats need to be noted. The first
is related to the bias in reporting the results in different studies.
Some studies are purely ROI-based, which were excluded from the
current study. Still, others singled out or put more emphasis on a
t networks underlying reward valence and processing stages: A
. Rev. (2011), doi:10.1016/j.neubiorev.2010.12.012

prior regions by reporting more coordinates or contrasts related to
those regions. They could bias the results toward confirming the
“hotspots”. Secondly, we want to caution about conceptual dis-
tinction of different aspects of reward processing. We classified
various contrasts into different categories of theoretical interest.

dx.doi.org/10.1016/j.neubiorev.2010.12.012
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owever, with real life decisions or in many experimental tasks,
hese aspects do not necessarily have clear divisions. For exam-
le, evaluation of the previous choice and reward outcome may

ntermingle with upcoming reward anticipation and decision mak-
ng. There is no clear boundary across different stages of reward
rocessing, leaving our current classification open for discussion.
onetheless, this hypothesis-driven approach is greatly needed

Caspers et al., 2010; Mohr et al., 2010; Richlan et al., 2009), which
omplements the data-driven nature of meta-analysis. Many fac-
ors related to reward decision making, such as risk assessment and
ypes of reward (e.g., primary vs. secondary, monetary vs. social),
all for additional meta-analyses.
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