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Abstract

■ The ACC, the dorsolateral prefrontal cortex (DLPFC), and the
parietal cortex near/along the intraparietal sulcus (IPS) are mem-
bers of a network subserving attentional control. Our recent study
revealed that these regions participate in both response anticipa-
tion and conflict processing. However, little is known about the
relative contribution of these regions in attentional control and
how the dynamic interactions among these regions are modu-
lated by detection of predicted versus unpredicted targets and con-
flict processing. Here, we examined effective connectivity using
dynamic causal modeling among these three regions during a
flanker task with or without a target onset cue. We compared

variousmodels inwhichdifferent connections amongACC,DLPFC,
and IPS were modulated by bottom–up stimulus-driven surprise
and top–down conflict processing using Bayesian model selection
procedures. The most optimal of these models incorporated con-
textualmodulation that allowed processing of unexpected (surpris-
ing) targets to mediate the influence of the IPS over ACC and
DLPFC and conflict processing to mediate the influence of ACC
and DLPFC over the IPS. This result suggests that the IPS plays an
initiative role in this network in the processing of surprise targets,
whereas ACC and DLPFC interact with each other to resolve con-
flict through attentional modulation implemented via the IPS. ■

INTRODUCTION

The fronto-parietal network, including the ACC, the dorso-
lateral prefrontal cortex (DLPFC), and the cortex along the
intraparietal sulcus (IPS), has been consistently shown to
be recruited by tasks that involve top–down attentional
control processes during processing of conflict between
alternative responses and during bottom–up stimulus-
driven processes for target detection. ACC and DLPFC
are found to be active during executive control, whereas
IPS is more active during bottom–up or surprise process-
ing. For example, a number of neuroimaging studies using
variants of the Stroop task have shown activation of the
dorsal ACC and the DLPFC in tasks requiring subjects to
respond to one dimension of a stimulus (e.g., ink color)
rather than another more subjectively salient dimen-
sion (e.g., word meaning) conveying conflicting infor-
mation (Liu, Banich, Jacobson, & Tanabe, 2004, 2006;
Fan, Flombaum, McCandliss, Thomas, & Posner, 2003;
MacDonald, Cohen, Stenger, & Carter, 2000). Meta-analyses
of neuroimaging studies have revealed that ACC plays an
important role in executive control (Bush, Luu, & Posner,
2000), that ACC and DLPFC functionally interact to sup-
port executive control (Ridderinkhof, Ullsperger, Crone,

& Nieuwenhuis, 2004), and that ACC, DLPFC, and posterior
parietal cortex are involved in detection and/or resolution
of conflict (Nee, Wager, & Jonides, 2007). In addition, the
IPS is activated in response to cues predicting target loca-
tions for bottom–up stimulus-driven responses (Corbetta
& Shulman, 2002). Although many theories have been pro-
posed to account for the collaborative roles of these brain
areas in the attentional control system (Botvinick, Cohen,
& Carter, 2004; Pessoa & Ungerleider, 2004; Corbetta &
Shulman, 2002; Botvinick, Braver, Barch, Carter, & Cohen,
2001), the exact role of each of these areas plays in such
a complicated system and how they dynamically interact
with each other remain to be unraveled (Dosenbach, Fair,
Cohen, Schlaggar, & Petersen, 2008; Rowe et al., 2007;
Miller & Cohen, 2001; Banich et al., 2000; Miller, 2000).

Several specific questions remain to be investigated.
First, the distinct functions subserved by different brain
regions of the fronto-parietal network are still not clear.
One group of researchers proposed that ACC serves a
central role in conflict detection, which in turn recruits
participation of the DLPFC and IPS to resolve the conflict
(Botvinick et al., 2001, 2004; Botvinick, Nystrom, Fissell,
Carter, & Cohen, 1999). Another group made the distinc-
tion that the “cingulo-opercular” network serves to main-
tain a stable set whereas the fronto-parietal network
provides dynamic adjustment (Dosenbach et al., 2006,
2007, 2008). Although these theories provide useful frame-
works to organize some empirical findings, increasing evi-
dence from other studies suggests that there is a need to
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further investigate these two frameworks. Some even
question the functional specificity of the brain regions of
the attentional control network (Fellows & Farah, 2005).
For example, many studies have found that the lateral
prefrontal and parietal cortices also play essential roles
in establishing and maintaining task set and goal represen-
tations in a variety of tasks, including attentional control
(Nee et al., 2007; Wager, Jonides, & Reading, 2004; Banich
et al., 2000;MacDonald et al., 2000),workingmemory (Rowe
et al., 2007; Wager & Smith, 2003; Rowe, Toni, Josephs,
Frackowiak, & Passingham, 2000), and task switching
(Sylvester et al., 2003; Dove, Pollmann, Schubert, Wiggins,
& von Cramon, 2000). Furthermore, evidence seems to sug-
gest that medial prefrontal regions including ACC provide
a more dynamic adjustment of attentional control on a
trial-by-trial basis (Kerns et al., 2004; Botvinick et al., 1999),
and activity in ACC attenuates to a greater degree than that of
the DLPFC during the course of training of executive control
tasks (Erickson et al., 2007; Milham, Banich, Claus, & Cohen,
2003).

Second, both top–down task-driven and bottom–up
stimulus-driven attentional control seem to commonly ac-
tivate the fronto-parietal network. However, the unique
functionality of each of these regions is still unclear. Pre-
vious studies have shown that this fronto-parietal network
is recruited by top–down attentional control (Knight, 2007;
Miller, 2000; Knight,Grabowecky,&Scabini, 1995),whichdi-
rects attentional resources toward certain aspects of stimu-
lus processing and modulates activity in specific cortical
areas responsible for such sensory processing (Hopfinger,
Buonocore, & Mangun, 2000; Kastner & Ungerleider, 2000).
For example, the DLPFC has been implicated in top–down
attentional control during response anticipation (Fassbender,
Foxe, & Garavan, 2006; Liang, Bressler, Ding, Truccolo, &
Nakamura, 2002; Miller, 2000; Fuller & Jahanshahi, 1999),
the active maintenance of task goals and representations
(Rowe et al., 2007;Miller&Cohen, 2001; Banich et al., 2000)
and top–down control of visual attention and response con-
flict (Yago, Duarte, Wong, Barcelo, & Knight, 2004; Barcelo,
Suwazono, & Knight, 2000; Gehring & Knight, 2000).

Similarly, studies have suggested that ACC, superior
frontal cortex, and cortex along the IPS are involved in
cued task set implementation and in holding information
on-line during response anticipation (Dosenbach et al.,
2006; Quintana, Wong, Ortiz-Portillo, Marder, & Mazziotta,
2004; Petit, Courtney, Ungerleider, & Haxby, 1998). In ad-
dition, prefrontal and parietal regions are involved in sus-
taining attention during response anticipation (Hopfinger
et al., 2000; Desimone, 1996). A large-scale distributed
system, including the fronto-parietal network, is involved
in “directed” attention (Mesulam, 1981, 1999) and in direct-
ing both visual attention and eye movement to target lo-
cations (Corbetta, 1998). In a previous report, we also
identified brain activity associated with response antici-
pation (following a cue to prepare vs. relax) and with
response conflict (responding to a target surrounded by in-
congruent vs. congruent flankers) in a combined ERP and

fMRI study (Fan et al., 2007). We found that similar areas
in the fronto-parietal network, including ACC, DLPFC, and
IPS, were commonly activated by both response anticipa-
tion (cueing effect) and conflict processing (conflict effect).
On the other hand, stimulus-driven attentional pro-

cessing elicited by low-frequency (surprising and/or unex-
pected) events also recruits the fronto-parietal network.
For example, an fMRI study on perceiving patterns in a
random sequence showed that violations of repeating
patterns evoked activation in the pFC, the posterior ros-
tral ACC, the fronto-insular cortex, and the basal gan-
glia (Huettel, Mack, & McCarthy, 2002). Both amplitude
of the hemodynamic response in these regions and RT
are associated with the length of the sequence before the
violation. In anther fMRI study, participants were presented
with cue cards and were asked to make a two-choice re-
sponse to predict whether the next card would be higher
or lower. Greater activation in ACC and fronto-insular
cortex was associated with higher uncertainty (Critchley,
Mathias, & Dolan, 2001). In addition, the DLPFC and IPS
have been shown to be related to information processing
evoked by the occurrence of a high-information event
(Strange, Duggins, Penny, Dolan, & Friston, 2005).
Third, although some studies have started to differen-

tiate the functions of these brain regions in the fronto-
parietal network, additional investigation of the functions
of these regions in the context of effective connectivity
is desired to clearly elucidate their dynamic interactions
in controlling attention. The contributions of lateral pre-
frontal and parietal cortices and ACC to visual target re-
sponses have been shown to be dissociable such that
the parietal cortex is related to the representation of re-
sponses and the lateral pFC and ACC are associated with
the selection of responses from competing alternatives
in a flanker task (Bunge, Hazeltine, Scanlon, Rosen, &
Gabrieli, 2002). A study using a similar paradigm and
methods as those that we used in our study revealed that
first the frontal cortex and then the parietal cortex are
engaged during top–down attentional control (Grent-ʼt-
Jong & Woldorff, 2007). A resting state functional con-
nectivity analysis revealed a fronto-parietal network that
includes the DLPFC and the IPS, proposed to be involved
in initiation and adaptation of control on a trial-by-trial
basis, as well as another separate network that includes
the dorsal ACC, the anterior insula/frontal operculum,
and the anterior pFC, proposed to be involved in goal di-
rected behavior through the stable maintenance of task
sets (Dosenbach et al., 2007). In addition, a dynamic cau-
sal model (DCM) of effective connectivity during visual
oddball processing (the surprise effect) showed signifi-
cant connectivity from the ACC to the DLPFC and IPS
(Brazdil, Mikl, Marecek, Krupa, & Rektor, 2007).
To further understand distinct roles of and interactions

among these brain regions under different task condi-
tions, we examined the effective connectivity of ACC,
DLPFC, and IPS within the fronto-parietal network during
processing of surprise and conflict using DCM. We aimed
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to explore how the interaction between ACC and DLPFC
is modulated by surprise and conflict effects. We hy-
pothesized that surprise and conflict processing exert
dissociable contextual modulations on the intrinsic con-
nections among these regions, specifically that the sur-
prise processing of targets would be mediated by the
forward connections from the IPS to the DLPFC and
ACC, whereas the conflict effect would be mediated by
the backward connections from the DLPFC and ACC to
the IPS.

METHODS

Participants

Eighteen healthy adults (mean age= 26 years, range= 18–
59 years) participated in this experiment. Exclusion criteria
for participation were the history of traumatic brain injury
with loss of consciousness within the past year, acute in-
toxication, drug or alcohol abuse history, neurological or
psychiatric diagnosis, and all contraindications for MRI
(e.g., claustrophobia). A signed informed consent ap-
proved by the New York Presbyterian Hospital/Weill Medi-
cal College of Cornell University was obtained from each
participant before the experiment. The results of conven-
tional analysis of the data collected from these subjects
were reported in a previous article (Fan et al., 2007).

Experimental Design

The response anticipation–response conflict task was de-
signed to elicit processing related to response anticipation
(in contrast to surprise target onset) and response conflict.
In this task, a warning cue was followed by an imperative
target after a cue target interval of 2.5 sec in each trial. The
target was an arrow flanked on both sides by either two
arrows pointing in the same direction (congruent condi-
tion) or in the opposite direction (incongruent condition).
There were four trial types: (1) no cue–no target (base-
line), in which participants were shown no events but only
the consistent appearance of a fixation cross; (2) no cue–
target (with congruent or incongruent flankers), in which
an unexpected target was presented without cueing; (3)
relax cue–no target, in which participants were shown a
pair of triangles above and below fixation indicating that
no target would be presented; and (4) ready cue–target
(with congruent or incongruent flankers), in which partici-
pants were shown a pair of circles above and below fixa-
tion, informing participants to get ready to respond to the
upcoming target.
Participants indicated the direction of the center arrow

by pressing one key with the left hand for the left direc-
tion and another key with the right hand for the right
direction. Different trial types were pseudorandomized
across eight runs of 32 trials so that each trial type had
an equal probability of appearing before and after other
specific trial. Each run lasted 288 sec. The first and the

last 16 sec of each run were rest periods. RT and accuracy
were recorded for each trial.

Data Acquisition

Participants were scanned using a General Electric Signa
3.0 Tesla MRI scanner (General Electric Medical Systems,
Milwaukee, WI). The blood oxygen level-dependent
(BOLD) responses were measured by a spiral in-and-out
sequence with parameters as follows: TR = 2500 msec,
TE = 40 msec, field of view = 220 mm, flip angle = 90°,
matrix = 64 × 64, thirty-two 5-mm-thick (no gap) axial
slices with an in-plane resolution of 3.4375 × 3.4375 mm2,
parallel to the anterior commissure–posterior commissure
line. The total number of volumes for each run was 116.
After one run of the practice trials, six runs of functional
images were acquired. Other details of experimental design
and data acquisition can be found in our previous report
(Fan et al., 2007).

Statistical Parametric Mapping

The data analyses previously reported were performed
using SPM2 (Wellcome Department of Imaging Neuro-
science, London, UK). To facilitate the application of
DCM (Friston, Harrison, & Penny, 2003) analysis and Bayes-
ian model selection (BMS) (Penny, Stephan, Mechelli, &
Friston, 2004), we reanalyzed the data in a slightly differ-
ent way using SPM5. Within each individual subject, all six
functional runs were concatenated to provide an adequate
number of data points so that the model parameters could
be better estimated and so that our ability to discriminate
models with different complexity using BMS could be en-
hanced (Penny et al., 2004). The first two volumes of each
run were discarded. The remaining functional scans were
realigned to the first volume, coregistered to the T1 image,
normalized to a standard template (Montreal Neurological
Institute; MNI), resampled to 2 × 2 × 2 mm3 voxels, and
spatially smoothedwith an 8× 8× 8mm3 FWHMGaussian
kernel.

A general linear model was constructed for each partic-
ipant to characterize the hemodynamic responses under
different experimental conditions. Regressors were cre-
ated by convolving a train of delta functions representing
the cue and the target events with the default SPM basis
function, which consists of a synthetic hemodynamic re-
sponse composed of two gamma functions (Friston et al.,
1998). The general linear model included four regressors:
(1) “all cues,” which was time locked to cue events and
modeled to estimate the cue-related response but was not of
interest in this study; (2) “all targets,” which was target
locked to the presentation of all target types; (3) “no-cue tar-
gets,” which was target locked to the presentation of targets
that were not preceded by cues; and (4) “incongruent tar-
gets,” which was target locked to all incongruent targets.
The cue-related visual response was assumed to be re-
gressed out by Regressor 1. Regressor 2 was intended to
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serve as a driving input and a baseline to which all mod-
ulatory effects would be referenced. Regressor 3 rep-
resented the main effect of surprise and was modeled
because we found in a previous study that uncued targets
activated the fronto-parietal networks more than cued tar-
gets. Regressor 4 represented the main effect of conflict in
the DCM analysis. Because we did not find significant cue
by target interaction in our previous study, we did not
include an interaction regressor in the current study. In
addition to Regressor 1, other regressors of no interest
included estimated motion parameters and regressors
accounting for signal differences across runs. A 128-sec
temporal high-pass filter was applied to the data to re-
move low-frequency noise, and a first-order autoregressive
model was used to remove serial correlations.

The specific effects of conditions of all cues, all targets,
no-cue targets, and incongruent targets for each subject
were estimated. The resultant contrast images of each
participant were entered into a second-level random-
effects group analysis. The combination of an uncor-
rected p value of .01 for the intensity threshold of each
voxel and a minimum cluster extent threshold of 85 con-
tiguous resampled voxels (2 × 2 × 2 mm3) was used to
correct for multiple voxel comparisons and yielded a cor-
rected threshold of p < .05 for each condition, as deter-
mined by a Monte Carlo simulation (Slotnick & Schacter,
2004). For the volume of interest (VOI) in the DLPFC, we
adopted a less strict threshold of an uncorrected p value
of .05 with an extent threshold of 200 voxels because ac-
tivation in this structure could not be found using the
stricter threshold.

Region Selection and Time Series Extraction

The selection of subject-specific VOIs in ACC, DLPFC, and
IPS was based on the group maxima of random-effects
analysis for the all targets regressor. Region-specific time
series were generated by calculating the principle eigen-
variate from all voxels passing significance within 4 mm of
the local maximum identified in statistical parametric maps
in each individual subject. To ensure the comparability of
the location of the VOI across subjects, we combined ana-
tomic and functional constraints as suggested by previous
studies (Heim et al., 2007; Stephan, Harrison, et al., 2007);
that is, each subject-specific local maximum was required
to be located within the same gyrus as the group maxi-
mum and survive an uncorrected threshold of p < .05.
With these criteria, we could not extract time series in 4
of the 18 subjects due to lack of activation in one of these
three areas. These four subjects were excluded from the
DCM analysis. In addition, for simplicity of the model
setup, we focused on regions in the right hemisphere.

Dynamic Causal Modeling

DCM treats the brain as a dynamic input-state-output sys-
tem that is subject to experimentally controlled manipu-

lations (Friston et al., 2003; Mechelli, Price, Noppeney, &
Friston, 2003). Such manipulations influence the system
in terms of input that can either elicit responses through
direct influence on specific regions (“driving input”) or
that can change the strength of coupling among regions
(“modulatory input”). The state variables represent the
neuronal activity in each region, which cannot be ob-
served directly using fMRI. The outputs are the regional
hemodynamic responses, which are connected to the
neuronal state variables using a biophysically validated
forward model of hemodynamic responses (Stephan,
Weiskopf, Drysdale, Robinson, & Friston, 2007). The cen-
tral idea of DCM is to model changes in the states such
that the predicted BOLD signal corresponds as closely
as possible to the observed BOLD time series (Stephan,
Penny, Marshall, Fink, & Friston, 2005). There are three
sets of parameters in DCM: (1) driving input, which medi-
ates influence of external input on the neuronal states; (2)
intrinsic connection, which represents coupling between
neuronal states in different regions; and (3) modulatory in-
put, which reflects the context-dependent changes in the
coupling between regions.

Construction of the Models

Due to the fact that effective connectivity as inferred by
DCM does not necessarily mandate monosynaptic ana-
tomical connectivity and because of the lack of detailed
anatomical knowledge of connectivity structure, subject-
specific models were first constructed with all three re-
gions fully and reciprocally connected. The effect of all
targets was modeled as the driving input entering into
the model through the IPS and propagating from the
IPS to other regions through intrinsic connections. Given
that it is widely believed that ACC and DLPFC interact
to support attentional control, we assumed that the sur-
prise and the conflict effects modulate the bidirectional
connection between ACC and DLPFC in all models. The
primary focus of this study was to look at how the sur-
prise and the conflict effects influence the connections
between the IPS and the ACC and between the IPS and
the DLPFC. Here, Model 1 embodied our main hypoth-
esis, and Models 2, 3, and 4 served as alternative models
(Figure 2). In Model 1, the surprise effect modulated
the forward connections from the IPS to the ACC and
DLPFC, and the conflict effect modulated the backward
connections from the ACC and DLPFC to the IPS. In
Model 2, we had the surprise effect modulate the back-
ward connections from the ACC and DLPFC to the IPS
and the conflict effect to modulate the forward connec-
tions from the IPS to the ACC and DLPFC. In Model 3, we
allowed the surprise and the conflict effects to modulate
the backward connections from the ACC and DLPFC to
the IPS. Finally, in Model 4, modulatory inputs of the sur-
prise and the conflict effects were allowed to modulate all
connections.
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Model Selection and Parameter Testing

In this study, BMS was used to find the optimal model
among the four specified. The implementation of BMS
in SPM5 uses two approximations, the Bayesian informa-
tion criterion (BIC) and the Aikake information criterion
(AIC), to estimate model evidence (Penny et al., 2004).
Ratios of model evidences from two models computed
using either BIC or AIC are termed Bayes factors (BF)
and provide information regarding which of the two
models are favored. For example, when comparing hy-
pothetical models A and B, a BF greater than 3 (3–20)
is interpreted as a positive evidence for model A. Positive
evidence indicated by a BF calculated using BIC biases
toward selection of simple models, whereas positive evi-
dence indicated by a BF calculated using AIC biases to-
ward selection of better fit models. To choose a model
that is both parsimonious and accurate, we selected mod-
els in which the lower of the two BFs exceeded 3; that is,
both provided positive evidence, as adopted in a pre-
vious study (Penny et al., 2004). When comparing a pair
of models across a group of subjects, a group Bayes fac-
tor (GBF) was computed as the product of each subjectʼs
individual BF (Stephan & Penny, 2006). Because GBF is
sensitive to the effect of outliers, we computed the ratio
of subjects with positive evidence for one model versus
those having positive evidence for the other, the positive
evidence ratio, to determine if the results we obtained
were due to a subject with an extreme BF (Stephan &
Penny, 2006). Once the optimal model was identified, the
group average of the optimal model was obtained by run-
ning DCM average function of SPM5, which corresponds
to a Bayesian fixed-effects analysis. We report those param-
eter estimates for which there was at least a probability of
90% that their posterior mean deviated from zero.

RESULTS

RTs were significantly longer for the uncued than the
cued targets and for the incongruent than the congruent
targets. The accuracy was lower for the uncued than the
cued targets and for the incongruent than the congruent
targets. The interactions between the cue and the conflict
for both RT and accuracy were not significant. Additional
details on the behavioral results can be found in our pre-
vious report (Fan et al., 2007).

Conventional fMRI Results

The effect of all targets activated the occipital areas
[Brodmannʼs areas (BAs) 18 and 19], the temporal areas
(BA 37), the frontal pole (BA 10) extending into the DLPFC
(BA 46), the ACC (BA 24), the insula, and the IPS (BA 7)
extending into superior parietal lobule, among other re-
gions (see Table 1 and Figure 1). Most of the activation
was distributed bilaterally. Notably, activation of ACC,

DLPFC, and IPS elicited by the surprise effect (Table 2)
and the conflict effect (Table 3) estimated with the data
sets concatenated across multiple runs showed similar pat-
terns of activation as those found in the original report
(Fan et al., 2007).

DCM Results

Table 4 shows the coordinates of the VOIs in each in-
dividual subject and their means as well as the peak
coordinates from the group random-effects analysis.

Table 1. Activation Associated with the All Target Regressor

Region BA x y z Voxel Z

R Superior temporal pole 38 54 10 −4 1503 5.32

R Insulaa 36 16 2 4.85

L Postcentral gyrusb 3 −48 −26 60 3641 5.09

L Inferior parietal lobule 40 −48 −24 42 4.72

R Cerebellumc 26 −60 −16 1915 4.70

R Inferior temporal gyrus 37 42 −62 −8 4.38

R Supramarginal gyrus 40 60 −18 22 814 4.50

R ACC 24 2 24 32 1201 4.40

L SMA 32 −4 12 46 4.29

L Rolandic operculumd 6 −56 6 6 2018 4.39

L Pallidum −14 10 −2 4.01

L Inferior occipital gyrus 37 −48 −66 −2 448 4.12

L Middle temporal gyrus 37 −48 −58 4 3.50

L Middle occipital gyrus 19 −42 −80 10 2.99

R Postcentral gyrus 3 44 −34 66 887 3.88

R Intraparietal sulcuse 7 24 −62 60 3.09

R Cuneus 18 10 −68 24 94 3.73

R Pallidum 16 8 0 285 3.52

R Putamen 26 2 2 2.46

R Middle frontal gyrusf 10/46 36 56 10 318 3.43

R = right; L = left; BA = Brodmann area; ACC = anterior cingulate
cortex; SMA = supplementary motor area.
aExtends into the R rolandic operculum (BA 6) and the R inferior frontal
gyrus (BA 44).
bExtends into the L supramarginal gyrus (BA 40), the L precentral gy-
rus (BA 6), the L superior frontal gyrus (BA 6), and the L middle frontal
gyrus (BA 8).
cExtends into the R fusiform gyrus (BA 37).
dExtends into the L insular cortex, the L thalamus, and the L putamen.
eExtends into the superior parietal lobules.
fThis cluster, within a VOI in the DLPFC, survived the intensity threshold
of an uncorrected p value of .05 and an extent threshold of 200 voxels. A
local maximum within this cluster was used as the VOI of the DLPFC to
extract the time series.
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The average coordinates (mm) in the MNI template space
were 2, 17, 36 for the ACC; 38, 49, 23 for the DLPFC; and
27, −58, 62 for the IPS. The mean ± SD distances of in-
dividual VOIs from the group peak coordinates were 11 ±
5 mm for the ACC, 11 ± 6 mm for the DLPFC, and 9 ±
5 mm for the IPS. Table 5 summarizes the individual BFs
and the GBF for pairwise model comparison between
Model 1 and all other alternative models. When comparing
Model 1 with other models across participants, the GBF
was greater than 1014, at least 8 of 14 subjects showed
positive evidence in favor of Model 1, and no single BF
provided positive evidence for any other models. These
findings provided strong evidence in favor of Model 1 over
the other models for the current data. In addition, as Mod-
els 1, 2, and 3 had the same number of free parameters

Figure 1. Brain activation elicited by the all targets shown on a
surface rendering (A) and cross-sectional view (B). ACC, DLPFC,
and IPS were selected as VOIs for the DCM analysis. To show the
activated cluster in the DLPFC, this figure was generated using
an uncorrected threshold of p < .05 with an extent threshold of
200 voxels. See Table 1 for other activated regions.

Figure 2. Diagrammatic representation of the four models evaluated and compared in this study. Black-filled circles indicate the regions included
in DCM. Arrows represent the directional intrinsic connections between the regions. White circles indicate the modulatory inputs of the surprise and
the conflict effects. The rectangles represent the driving input of all targets entering into the network via the IPS. S = surprise modulatory effect;
C = conflict modulatory effect.

Table 2. Activation Associated with the Surprise Effect (by
the Uncued Target)

Region BA x y z Voxel Z

R ACC 32 8 18 42 955 5.12

L ACC 32 −8 18 40 3.20

L Precentral gyrus 44 −46 6 32 695 4.54

L Inferior frontal gyrus 44 −46 14 20 2.62

R Precentral gyrusa 6 42 −14 56 1804 4.01

R Postcentral gyrus 3 46 −14 40 3.97

L Middle occipital gyrus 19 −28 −86 30 133 3.95

R Middle cingulate cortex 31 10 −16 44 222 3.90

R Calcarine fissureb 17 10 −62 18 1878 3.83

R Cuneus 7 8 −78 40 3.67

L Calcarine fissure 17 −18 −66 14 3.51

L Inferior frontal gyrusc 45 −42 46 6 1199 3.56

L Middle frontal gyrus 46 −34 48 24 3.55

L Cuneus 19 −16 −74 38 115 3.00

L Superior occipital gyrus 19 −12 −80 46 2.71

R Lingual gyrus 19 16 −48 0 135 2.91

L Insula −30 22 −10 112 2.78

R = right; L = left; BA = Brodmann area; ACC = anterior cingulate
cortex.
aExtends into the R inferior frontal gyrus (BA 45).
bExtends into the L lingual gyrus (BAs 27, 37, and 18), the L cuneus (BA 7),
the L cerebellum, and the L fusiform gyrus (BA 37).
cExtends into the L middle frontal gyrus (BAs 45 and 10), the L inferior
frontal gyrus (BA 47).
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Table 3. Activation Associated with the Conflict Effect (by
the Target with Incongruent Flankers)

Region BA x y z Voxel Z

L ACC 32 −8 24 38 1662 4.04

R Middle cingulate cortex 31 12 −18 48 3.55

R ACC 24 4 0 34 3.29

R Postcentral gyrusa 4 32 −22 50 1803 3.50

R Superior frontal gyrus 9 20 32 42 3.50

R Middle frontal gyrus 8 28 16 58 3.42

L Thalamus −8 −24 14 111 3.45

L Inferior frontal gyrus 44 −58 12 26 253 3.38

L Precentral gyrus 6 −54 8 34 3.21

L Inferior parietal lobule 40 −34 −48 50 89 3.03

R = right; L = left; BA = Brodmann area; ACC = anterior cingulate
cortex.
aExtends into the precentral gyrus (BAs 4 and 6), the middle frontal
gyrus (BAs 46 and 8), and the inferior frontal gyrus (BA 46).

Table 4. MNI Coordinates (mm) for the VOIs Included in
DCM for Each Subject

Subject

ACC DLPFC IPS

x y z x y z x y z

01 2 28 38 42 40 28 20 −64 62

02 2 18 32 44 50 18 26 −62 56

03 0 6 42 42 50 24 32 −50 62

04 4 12 44 24 62 66 24 −62 66

05 4 6 40 44 36 30 24 −62 60

06 −2 20 40 36 56 18 26 −54 64

07 −2 16 48 38 42 26 20 −64 64

08 4 14 34 38 52 26 32 −52 64

09 4 14 36 30 58 24 32 −62 52

10 4 28 30 34 46 38 34 −48 66

11 6 24 32 40 44 26 22 −60 66

12 6 24 26 38 58 14 30 −62 68

13 4 14 28 28 56 20 30 −56 62

14 −2 16 42 30 50 22 24 −54 58

Mean 2 17 36 38 49 23 27 −58 62

RFX 2 24 32 40 44 26 24 −62 60

The coordinates refer to the subject-specific local maximum of the all tar-
gets effect, at which fMRI time series are extracted for the DCM analysis.
The cross-subject means are rounded. The bottom row lists the coordi-
nates of the group maximum in group random-effects (RFX) analysis.

Table 5. BFs, GBF, and Positive Evidence Ratios (PER) for
the Comparison of Model 1 with Models 2, 3, and 4

Subjects

Model 1 vs.

Model 2 Model 3 Model 4

01 5.33E+08 5.31E+08 162.00

02 13.59 13.36 49.54

03 1.66 7.21 8.39

04 6.24 10.90 21.14

05 7.03 4.79 51.99

06 1.00 1.00 54.59

07 0.90 0.38 45.03

08 4.78 18.68 37.72

09 0.96 1.02 636.60

10 1.04 1.06 54.67

11 5.46 2.41 30.40

12 1.00 1.00 54.50

13 3.00 4.13 35.12

14 3.44 3.56 51.95

GBF 1.28E+14 7.34E+14 8.45E+22

PER 8:0 8:0 14:0

Figure 3. Significant parameters of Model 1 (the most optimal
among those tested) in the group analysis superimposed on an axial
brain slice. The values are parameter estimates of the group average
of Model 1 across subjects based on the Bayesian analysis. For clarity,
this figure does not show the nonsignificant parameters of Model 1
in the group analysis. For other details, see Figure 2 and Table 5.
S = surprise modulatory effect.
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(including intrinsic connections, modulatory effects, and
driving input), the difference in model evidence was solely
due to model fit and not model complexity.

Finally, we examined whether the model parameters were
significant in the most optimal model tested (Model 1).
Figure 3 shows parameter estimates for which there was
at least a probability of 90% that their posterior means de-
viated from zero, based from the group average of the
optimal model. The posterior means of all bidirectional
intrinsic connections among ACC, DLPFC, and IPS as well
as the driving input to the IPS significantly deviated from
zero. The posterior means of modulatory effects obtained
by the surprise effect on the forward connections from
the IPS to the ACC and DLPFC were significantly greater
than zero. Notably, compared with the intrinsic connec-
tions from the IPS to the ACC and DLPFC, the modulatory
influences induced by the surprise effect led to a change
in connection strength by 113% and 36%, respectively.

DISCUSSION

The current findings elucidated the distinct and interac-
tive roles of ACC, DLPFC, and IPS in bottom–up stimulus-
driven and top–down control systems by examining the
modulatory effects of surprise and conflict processing on
the fronto-parietal network. Previous studies on top–
down control have indicated that the fronto-parietal net-
work is commonly activated by a variety of manipulations
of attentional control, including task set and goal represen-
tation (Rowe et al., 2007; Dosenbach et al., 2006; Miller &
Cohen, 2001; Banich et al., 2000), interference resolution
(Nee et al., 2007; Liu et al., 2004; Fan et al., 2003; Botvinick
et al., 1999, 2001), attention shifting (Kincade, Abrams,
Astafiev, Shulman, & Corbetta, 2005; Wager et al., 2004;
Luks, Simpson, Feiwell, & Miller, 2002; Corbetta et al.,
1998), and response inhibition (Garavan, Hester, Murphy,
Fassbender, & Kelly, 2006; Liu et al., 2006; Wager et al.,
2005) as well as working memory (Wager & Smith, 2003;
Corbetta, Kincade, & Shulman, 2002; Cabeza & Nyberg,
2000; Rowe et al., 2000). However, the specific roles of
the brain regions involved in this top–down control sys-
tem and how the interaction among these brain regions
is modulated by various factors of attentional control have
not been resolved.

In attempt to reconcile mixed results and go beyond
the functional specificity of the brain regions involved in
attentional control, many studies have begun to investi-
gate the functional and effective connectivity among these
regions using various connectivity analysis approaches
(Dosenbach et al., 2008; Fan, Hof, Guise, Fossella, &
Posner, 2008; Brazdil et al., 2007; He et al., 2007; Margulies
et al., 2007; Erickson, Ringo Ho, Colcombe, & Kramer,
2005). Some have relied on spontaneous brain activity
during the resting state, and few have studied the dy-
namics of the attentional control network under the con-
text of attentional modulation. In a recent study, Brazdil

et al. (2007) compared several connectivity models among
brain regions of the fronto-parietal network using the
DCM analysis of a visual oddball task. In that task, subjects
were asked to count an infrequent target (“XXXXX” string,
6.25%) out of a series of standard stimuli (“OOOOO”
string, 93.75%). They identified significant ACC, DLPFC,
and IPS activation in response to the target stimuli and
constructed different connectivity models among these
regions using DCM. Because they did not have any mod-
ulatory effect, they focused more on the directional con-
nectivity among these regions and tested the models with
driving input either at the ACC or IPS. Through compar-
ing the BFs across different models, they suggested that
there exists bidirectional information flow among these
regions, which signifies a parallel but distinct fronto-parietal
network.
The current study went beyond modeling the intrinsic

connections among brain regions in the fronto-parietal
network and aimed to reveal the dynamics of these con-
nections under the modulation of surprise and conflict
processes. To test the hypothesis that these processes
exert distinct modulation on the same attentional con-
trol network, we constructed a model (Model 4) in which
three regions of the fronto-parietal network are fully and
bidirectionally connected with each of the intrinsic con-
nections modulated by both the surprise and the conflict
effects. We then made more restricted and simpler models
by removing some of the contextual modulation. In par-
ticular, we were interested in testing different models
in which the surprise and the conflict effects differentially
modulate the forward connections from the IPS to the
ACC and DLPFC or the backward connections from the
ACC and DLPFC to the IPS (Models 1 and 2). More speci-
fically, we assumed that in Model 1, the surprise effect only
affects the forward information flow from the IPS to the
ACC and DLPFC, whereas the conflict effect only modu-
lates the backward information flow from the ACC and
DLPFC to the IPS. In Model 2, the surprise and the conflict
modulatory effects on the forward and the backward con-
nections were reversed from those in Model 1. Model 3
also serves as a comparison for the above models because
it has the same complexity as Models 1 and 2 and only
assumes modulatory effects on the backward connections
from the frontal regions to the parietal cortex.
We found positive evidence to support that Model 1

is the most optimal among those tested. These findings
have two implications. First, given the seemingly over-
lapping activation patterns elicited by both the surprise
and the conflict effects in the fronto-parietal network,
these two effects exert distinct modulation on the intrinsic
connections among different brain regions. Both Models 3
and 4 assume the samemodulation of surprise and conflict
effects, yet the evidence is in favor of Model 1. This result
cannot be attributed to favorable model evidence in sup-
port of Model 1 due to its simplicity because Models 1
and 3 have the same level of complexity in terms of model
structure and free parameters. Second, evidence in favor of
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Model 1 over Model 2—given their same complexity—
indicates that the surprise effect exerts distinct modulation
on the forward connection from the IPS to frontal areas,
whereas the conflict effect modulates the backward con-
nection from frontal areas to the IPS. This finding is consis-
tent with a recent ERP study, which indicated the role of
the IPS in initiating top–down attentional control (Green
& McDonald, 2008). Furthermore, these findings under-
score the importance of using DCM to examine networks
underlying cognitive functions; our analysis revealed that
contextual changes altered the effective connectivity of
the IPS independent of its level of activity. This important
aspect of the fronto-parietal network cannot be revealed by
examination of the functional activation results alone.
Group analysis on the model parameters of the opti-

mal model (Model 1) revealed that there exist significant
intrinsic bidirectional connections across all three re-
gions. In accordance with previous studies (Heim et al.,
2007; Stephan, Marshall, Penny, Friston, & Fink, 2007),
we also found that at least some (albeit not all) of the
connections in the optimal model showed fairly robust
modulatory effects compared with the fixed connection
strengths. The forward connections between the IPS
and the two frontal regions were significantly modulated
by the surprise effect. However, the group average failed
to reveal significant conflict-related modulation on those
intrinsic connections, despite the strong evidence in fa-
vor of Model 1 over the other models. Nonetheless, these
findings are in favor of the reciprocal relationship be-
tween the DLPFC and ACC and their shared influence
(e.g., the surprise effect) by the posterior areas of the
brain (e.g., IPS) in the attentional control system.
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